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Abstract:	 The amount of damage to cultural heritage sites is increasing rapidly every 

year. This is due to inadequate heritage management and uncontrolled urban 
growth as well as unpredictable seismic and atmospheric events that manifest 
themselves in a continuously deteriorating ecosystem. Thus, applications of ar-
tificial intelligence  (AI) in remote-sensing  (RS) techniques (machine-learning 
and deep-learning algorithms) for monitoring archaeological sites have in-
creased in recent years. This research involves the surrounding area of the ar-
chaeological site of Chan Chan in Peru in particular. An approach that is based 
on the use of AI algorithms for building footprint segmentation and change-
detection analysis by means of RS images is proposed. It involves a UNet con-
volutional network based on an EfficientNet B0 to B7 encoder. The network was 
trained on two public data sets from SpaceNet that were based on WV2 and 
WV3 satellite images: SpaceNet V1 (Rio), and SpaceNet V2 (Shanghai). In the 
pre-processing phase, the images from the two data sets have been equalized in 
order to improve their quality and avoid overfitting. The building segmentation 
has been performed on HRV images of the study area that were downloaded 
from Google Earth  Pro. The value that was achieved in the IoU  metric was 
around 70% in both experiments. The purpose of this proposed methodology 
is to assist scientists in drafting monitoring and conservation protocols based 
on already-recorded data in order to prevent future disasters and hazards.
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1.	 Introduction

The imminent urban growth that we witness today has become one of the ma-
jor causes of the negative impact we have on the environment. According to an es-
timate that was made by the United Nations, the level of urbanization will grow 
from 55% (today) to 70% (2050). The excessive consumption of soil causes an imbal-
ance in the natural ecosystem; one of the most important consequences of this is soil 
and riverbank erosion [1]. Another consequence of our soil consumption is certainly 
the increase in the amount of damage to cultural heritage sites due to the rapid 
urban growth around them. It is therefore appropriate to develop a new method-
ology that is able to provide the greatest amount of information for environmental 
monitoring and for a possible environmental risk-prediction model. For this reason, 
a combination of remote-sensing techniques and deep-learning algorithms can be 
the right answer to this need. However, the problem of managing a large amount 
of data to be processed always remains. Fortunately, recent advances in the field of 
computational power combined with new developments in machine-learning and 
statistical model techniques offer new opportunities in the management of Earth 
system data. AI gives many opportunities in terms of accessibility, preservation, and 
dissemination in the cultural heritage  (CH) fields (particularly for museums and 
archaeological sites). Thanks to the technological progress of the last decades, it also 
allows for the possibility of processing large amounts of data thanks to the use of 
neural networks [2]. At the same time, great interest has emerged in identifying ur-
ban growth by using remote sensing images. Nowadays, the accurate identification 
of building footprints involves many areas of application; from disaster-event mon-
itoring to new urban-planning strategies [3]. An example of how the combination of 
machine-learning algorithms could help in the rapid detection of vulnerabilities on 
existing buildings was provided by [4, 5]. It is possible to integrate this research work 
with a GIS platform. In this way, it can be used for the detection of unknown areas; 
for example, to identify houses outside a land register or even roads outside a land 
register. This would thus become a highly exploitable methodology. CNNs there-
fore demonstrate great success in various application sectors, which is why research-
ers are transferring increasingly higher performance levels to these deep-learning 
algorithms. In [6], there is a detailed analysis on recent deep-learning developments 
for semantic segmentation. Deep-learning semantic-segmentation algorithms are 
widely used in many urban-change-detection and building-footprint-detection ap-
plications [7]. Thanks to the enormous accessibility of satellite data, these remote-
sensing techniques combined with machine learning can be exploited in environ-
mental remote-sensing applications [8]. This is because it is necessary to only have 
a pre-trained model and labeled images to enter into a deep-learning segmentation 
algorithm. This is different from the machine-learning approach, where images are 
designed manually. In this paper, a combination of a neural network and a semantic 
segmentation on HRV images is proposed in order to detect the building footprint 
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in the surrounding archaeological area of Chan Chan, Peru. In the second section, 
there is a brief introduction to the state of the art. In the third section, there is a short 
presentation of the area of study, followed by a description of the materials and 
methods that were used. We will pass from remote sensing, geospatial data, artificial 
intelligence, and the UNet architecture and go through a presentation of the labeled 
public data sets until we arrive at the workflow that we have developed here. In the 
fourth section, there is the part that is dedicated to the obtained results; here, the re-
sults refer to three different scenarios. The last section concerns the conclusion and 
the future improvements that the authors expect to achieve in the near future.

2.	 State of the Art

In recent years, many researchers have attempted to develop new methodol-
ogies that are capable of predicting, monitoring, and identifying the phenomenon 
of urban growth. This is a constantly growing phenomenon, and it is evident in 
every city in the world. Sometimes, this new urbanization is due to the migrations 
of populations from rural areas. Nowadays, it has become important to know this 
phenomenon in order to readily formulate urban-planning strategies that are com-
pliant to the rules of environmental sustainability [9]. This also concerns the sphere 
of cultural and archaeological heritage sites that need to be protected and safeguard-
ed now more than ever. Together with inappropriate site management, uncontrolled 
urban development and tourism growth are threats to CH sites [10].

There are many applications in the state of the art where, when evaluating ur-
ban growth, researchers have applied a combination of remote sensing and  GIS. 
This type of approach was proposed in  [11] in order to evaluate urban grown at 
a micro-level scale. In [11], the authors collected their multi-temporal database using 
satellite images (Landsat-1, Landsat-3, Landsat-5, and Landsat-7) with different spa-
tial resolution levels and with the use of population data that came from a district 
census handbook. A supervised classification was performed using the maximum-
likelihood classifier  (MLC) algorithm for LULC classification for acquired images 
from 1972, 1980, 1990, 2001, 2010, and 2016.

Based on the same combined technique, there was a case study that was pro-
posed in [12] regarding the area of Kerala, India. The authors analyzed the area’s 
dynamic urban growth during the period of 1991–2018 by using a collection of sat-
ellite images (Landsat-5, Landsat-7, and Landsat-8). They used the derived built-up 
index (IDBI) to extract automatically built-up features from the satellite images. To 
quantify the urban growth, they extracted the urban area from each year’s data and 
then used it for Shannon’s entropy calculations.

In [9], a data set that was composed of satellite images (Landsat-5, Landsat-7, 
and Landsat-8) were used to evaluate urban growth – selecting images from 2000 
through 2010. They proposed a new method based on mapping the impervious 



28	 M. Chicchon, E.S. Malinverni, M. Sanità, R. Pierdicca, F. Colosi, F.J.L. Trujillo

surface percentage (ISP) year-by-year in the area of Guangzhou in China. As a re-
sult, they were able to capture the spatial variation and urban growth throughout 
the period. To validate their results, they compared them to Google Earth images; 
thus, the continuous monitoring of urban growth by a thematic map (civil map) is 
necessary nowadays. The problem that occurs is a great commitment from economic 
and temporal points of view for the collection of data. So, an automatic approach 
is required to make this detection faster and cheaper. In this case, AI can come to 
the rescue. This type of civil map is also useful in the case of a post-disaster event.

Building detection was proposed in [13] based on the use of the UNet convo-
lutional neural network (CNN) [14] using the SpaceNet data set. The authors used 
three different approaches in order to gain improvements with their UNet imple-
mentation. In their first method, they used an algorithm that was able to place each 
pixel into one of three classes that they had selected: border, inside a building, or 
outside a building. This was based on a random-forest-based classification. In the 
second method, the authors used a classification CNN when considering the same 
three classes. The output of this CNN was a map that converted into a polygon foot-
print mask. The last approach was on the basis of a cascade approach. Therefore, 
they concluded by saying that their UNet network had very good performance with 
respect to the three methods based on the use of the SpaceNet building detection 
and that it seemed to be a good solution in terms of the method for segmentation. 
However, it had some limitations; for example, their UNet network had difficulty in 
detecting buildings that were too close to each other. A similar approach that was 
based on a combination of the effectiveness of EfficientNetV2 T as an encoder and 
the convolutional layers of UNet as a decoder was proposed in [15]. EfficientNetV2 T 
was trained by the ImageNet data set. The authors used two data sets to evaluated 
the combined network. The first data set was composed of timeseries (2017–2021) 
Sentinel-2 satellite images. The second data set was the Onera Satellite Change De-
tection data set (OSCD), which is a specific data set for urban-change detection. The 
authors achieved an overall accuracy of 97.66%. Another case in the literature that 
featured the use of the UNet network for segmentation was presented in [16]. They 
proposed a hybrid optimization of the UNet network, and they evaluated its overall 
accuracy. They recognized the segmentation errors and spectral and spatial errors 
due to the noise; thus, they proposed a new approach for detecting changes in mul-
titemporal multispectral satellite images (called Wader hunt optimization – WaHO) 
in order to reach high accuracy. They pre-processed the satellite images by a me-
dian filter and then extracted new features by using seven vegetable indexes. This 
was followed by the use of the UNet network to carry out vegetation segmentation 
after being tuned by the WaHO algorithm. Also, the authors of [17] proposed a re-
search methodology whose aim was to detect land-cover changes; in particular, they 
concentrated it on landfill detection by using a combination of satellite images and 
a neural network. From their point of view, semantic segmentation with satellite 
images with the goal of extracting vegetation and urban areas was very useful for 
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providing good support for sustainability. To carry out their methodology, they used 
a modified version of UNet named Deep UNet, with a pre-processing phase using 
FAAGKFCM and SLIC Superpixel. Comparing this method to others (for example, 
SegNet and UNet), they demonstrated their higher accuracy in their new method.

Another comparative set of experiments was conducted in  [3]. Starting from 
the assumption that obtaining precision edges in segmentation was still an open 
challenge, the authors proposed their own methodology that was capable of iden-
tifying a building’s footprint, thus improving the boundaries of the segmentation 
masks. The proposed method that they adopted was named holistically nested edge 
detection (HED), and it was able to reach improved performances when extracting 
building footprints. In this case of study, the aim of the building footprint was to 
preserve and protect archaeological areas for future generations by exploiting AI. 
In our case, the surrounding area of Chan Chan will be analyzed from the point of 
view of the urban growth that is happening around it.

3.	 Materials and Methods

3.1.	 Study Area

The case study refers to the surrounding archaeological area of Chan  Chan, 
which covers 20 km2 (more or less) if the completely urbanized territory is consid-
ered (Fig. 1).

Fig. 1. Aerial view of monumental site of Chan Chan
Source: [14]
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In the central area, there are nine monuments and five huacas (Fig. 2). Since 1986, 
it has been on the UNESCO World Heritage List [18]. For this reason, it is of con-
siderable importance to be able to protect the site in a continuous and non-invasive 
manner. The application of remote-sensing techniques with the support of artificial 
intelligence algorithms is a valid non-invasive, inexpensive, and immediate solu-
tion. Despite its notable importance from a historical/cultural point of view, the 
archaeological site of Chan Chan is not well-known in the world. Over the years, 
much geospatial data has been collected on it; a storytelling of the site with the aim 
to disseminate and promote the site at an international level was proposed in [19].

Fig. 2. Satellite view of archaeological site of Chan Chan

3.2.	 Methods

The goal of this work is to identify buildings through the semantic-segmenta-
tion technique. For this type of work, support for providing quite good results is 
provided by a combination of geospatial data and artificial intelligence (GeoAI). Ar-
tificial intelligence (AI) includes machine-learning (ML) methods that include deep 
learning (DL). AI allows us to simulate human brain processes using numerical al-
gorithms. In particular, DL algorithms are faster with respect to ML algorithms; this 
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is one of the reasons that researchers rely on them. Other reasons are the fact that 
there is sometimes much data to process, or perhaps there is not prior knowledge 
of a problem. The process of semantic segmentation (SS) is a classification of images 
in which each pixel is associated with a label (class). In the SS process, a label is as-
signed to detect the edges of an object; so, it is different from the object detection that 
is done in which the identification is made by a rectangular bounding box. So, a good 
level of SS results is much more difficult to achieve. DL is based on the artificial con-
volutional neural networks (CNN) that are used to achieve image segmentation. In 
this case of study, a CNN that was based on the UNet architecture was applied.

In Figure 3, the workflow scheme is represented. The first step was to create an 
image collection based on Google Earth Pro images over the time interval from 2003 
through 2023. Once this step was completed, it was time to identify two public data 
sets to train the network. Then, the two public data sets were equalized, and the UNet 
was trained, validated, and tested with the EfficientNet-B0 encoder. At the end, the 
final test was taken on a 2023 Google Earth Pro image.

Fig. 3. Workflow scheme

SpaceNet data sets. The SpaceNet data set is a public data set that was inspired 
by the ImageNet model [20] divided in eight challenges [21]. The first two SpaceNet 
challenges focus their attention to building footprints. Challenge 1 of SpaceNet is 
the building footprint in Rio de Janeiro. Challenge 2 includes four areas: Las Vegas, 
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Paris, Shanghai, and Khartoum (the authors focused their attention on the Shanghai 
area). For this work, both the public data sets labeled SpaceNet 1 (Rio) and Space
Net 2 (Shanghai) were considered for the building-footprint-detection task. These 
were both composed of TIFF images, but SpaceNet 1 was composed of WorldView2 
images, and SpaceNet 2 was composed of WorldView3 images (Fig. 4).

Fig. 4. List of public data set property

The SpaceNet 1 (Rio) data set was composed of 382,534 building-label polygons, 
with a land cover of 2544 km2; a single tile covered 200 m × 200 m. The SpaceNet 2 
(Shanghai) data set was composed of 92,015 building-label polygons and had a cov-
er area of 1000 km2. Each image was a 200 m × 200 m tile  (Fig. 4). A division of 
both data sets was established in order to have three partitions in percentages: train-
ing  (80%), validation  (20%), and testing  (20%). In SpaceNet 1  (Rio), this partition 
amounted to 5552/694/694 (6940 total images); in SpaceNet 2 (Shanghai), it amount-
ed to 3664/459/459 (4582 total images).

Pre-Processing. Because these were at different resolutions, an equalization 
process was necessary (Fig. 5). Only RGB images were considered in this workflow. 
To conduct the equalization, an RGB image size that was common to both data sets 
was chosen in order to avoid overfitting. The RGB  image size of SpaceNet 1 was 
406 × 438 pixels, and the RGB image size of SpaceNet 2 was 650 × 650 pixels. The 
common size that was chosen for both data sets was 320 × 320 pixels; in this way, 
the value of the ratio between centimetres and pixels was about 60 for both data sets.
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In addition, the following strategies were applied in the training partitions:
	– One of three strategies was applied at a time in order to obtain 320 × 320 pixels im-

ages (RandomCrop of 406 × 406 pixels, followed by resizing to 320 × 320 pixels). 
A random part of the input was cropped and rescaled to 320 × 320 pixels 
(RandomSizedCrop). A rotation (Rotate) of 15° was applied, followed by a cen-
tered crop (CenterCrop) of 320 × 320 pixels.

	– Randomly, the input was flipped horizontally (HorizontalFlip) around the 
y-axis, vertically (VerticalFlip) around the x-axis, and rotated 90 sexagesimal 
degrees, with a 50% probability of occurrence for each case.

	– Random variations in brightness and contrast (RandomBrightnessContrast) 
were applied in addition to changes in the RGB (RGBShift) and HSV (Hue-
SaturationValue) color representations. This had a probability of 25%.

	– Blur, Gauss-Noise, and RandomGamma were applied, with a probabili-
ty of 25%.

Network Architecture. In the case of this study, a CNN based on the UNet ar-
chitecture was applied. Each CNN consisted of an input layer and an output layer. 
A combination of an encoder (to reduce the input image) and a decoder (to ampli-
fy the output image) composed the UNet architecture. A scheme of the UNet ar-
chitecture is shown in Figure 6. The encoder was pre-trained on the ImageNet 
data set that was organized according to the WordNet hierarchy  [22]. The  used 

Fig. 5. Equalization process
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encoder corresponded to the EfficientNet  B0 architecture and was produced 
through a multi-objective search neural architecture that optimized both accuracy 
and efficiency [23].

Fig. 6. UNet Architecture
Source: [9]

Fig. 7. Training work scheme

Experimental design. Two experiments were conducted in order to train UNet. 
This phase was the transfer-learning phase in which in the first experiment (the first 
training of the network) was done on Data Set 1 (SpaceNet 1-Rio); then, it was re-
trained on Data Set 2 (SpaceNet 2-Shangai). The second experiment was the opposite 
order (Fig. 7).
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Each model was trained with a maximum of 300 epochs and a batch size of 16. 
Adam was chosen as the optimizer, with default beta 1 and beta 2 (0.9 and 0.9999) 
and an initial learning rate of 0.001. To avoid overfitting, a ReduceLROnPlateau or-
ganizer was used with a reduction factor of 0.1 and a patience of 10 epochs, and an 
early stop was used with a patience of 20 epochs. The training-optimization process 
was guided by the weighted combination of the loss functions (cross entropy, Dice, 
and active contours) [24].

The experimentation was performed using Version  1.9 of the Pytorch deep-
learning framework and Nvidia GeForce RTX2800 Ti GPU graphics cards.

Evaluation metrics. The evaluation of the segmentation quality of the models was 
based on a calculation of the confusion matrices per image and a cumulative confusion 
matrix. These matrices related the ground truth (GT) pixels and the predicted pixels 
and were composed of true positive (TP), true negative (TN), false positive (FP), and 
false negative (FN). The following quality metrics were derived from these matrices:

	– FPR: the false-positive rate was calculated as the number of false-positive 
predictions (FP) divided by the total number of false-positive predictions
FPR = FP/(FP + TN).

	– FNR: the false-negative rate was calculated as the number of incorrect nega-
tive predictions (FN) divided by the total number of negatives
FNR = FN/(TP + FN).

	– IoU: the false positives were penalized using intersection over union (IoU) or 
Jaccard’s similarity coefficient [25]. It was calculated as a function of
IoU = TP/(TP + FP + FN).

	– Dice: the Dice similarity coefficient (which is based on the principle of the 
Søresen-Dice coefficient [26]) was calculated as a function of
Dice = 2TP/(2TP + FP + FN).

4.	 Results and Discussion

In Figures 8 and 9, the results that were obtained by the UNet architecture with 
the EfficientNet-B0 encoder training are represented. The results are shown in three 
different panels: the first refers to a normal RGB image as input, the second is the 
case of an equalized RGB  image, and the third is the transfer learning  (TL) equal-
ized RGB image input. It is possible to see how the values of the IoU (intersection 
of union) change in the three different cases. In particular, it is notable that there 
was an improvement in the IoU value after the TL phase in the first experiment that 
was conducted with the SpaceNet 1 data set. The third panel reached an IoU value 
of 61.03%, which is an increase when compared to the IoU  value of the normal 
RGB image (53.51%) (Fig. 8). The same consideration cannot be done for the experi-
ment that was conducted with the SpaceNet 2 data set (Fig. 9), in which the IoU value 
of the third panel was less than the value of the IoU of the normal image input.
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Fig. 8. Model results of UNet architecture with EfficientNet-B0 encoder (SpaceNet 1)

Fig. 9. Model results of UNet architecture with EfficientNet-B0 encoder (SpaceNet 2)
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Once the TL was done (and after having tested the UNet on the two different 
experiments), the choice fell onto the SpaceNet  1 public labeled data set. At this 
point, the network was tested on a 2023 Google Earth Pro image. Three different sce-
narios were considered in order to detect in which UNet worked best. The three sce-
narios were the area with industrial roofs (Fig. 10), the area close to the sea (Fig. 11), 
and the paved area with high urban density (Fig. 12). Differentiating the three sce-
narios was useful for seeing where the network worked better and where it experi-
enced more difficulty in its segmentation. It was worthwhile to make some consid-
erations for future improvements. In the black panels (which were the result of the 
segmentation), four columns of images are present. The segmentation results are 
in the third column, and the ground-truths (manual annotations) are present in the 
fourth column.

From a mere qualitative point of view, comparing all the scenarios, the building 
segmentation that is linked to the presence of the shadows seems to be a problem. 
In the first scenario where the detection was in an area with plenty of industrial 
roofs, the quality of the results seemed to be better with respect to the others. In this 
area, the buildings (being industrial in nature) were bigger than the urban buildings, 
so the detection met fewer difficulties. In the second scenario, the buildings were 
closer to each other with respect to Scenario 1 (being in an area that was close to the 
sea). In the last scenario (in a condition that was very similar to the second scenario), 
the segmentation seems to have not been very good (especially in the building con-
tours), as the single buildings were too close to each other and the distinctions of the 
edges of each single building were not evident.

Fig. 10. Results of best evaluated model – area with industrial roofs (Scenario 1)



38	 M. Chicchon, E.S. Malinverni, M. Sanità, R. Pierdicca, F. Colosi, F.J.L. Trujillo

Fig. 11. Results of best evaluated model – area adjacent to sea (Scenario 2)

Fig. 12. Results of best evaluated model – paved area (Scenario 3)

From a quantitative point of view, it is possible to validate what was said for 
the qualitative results based on the IoU values. In Table 1, the IoU values of each 
scenario  (1–3) are shown. It is visible how the IoU decreased when passing from 
Scenario 1 (A, B) to Scenario 3 (E, F).
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Table 1. Quantitative results of evaluated model: A, B – industrial roof area (Scenario 1); 
C, D – area adjacent to sea (Scenario 2); E, F – paved area (Scenario 3)

Metrics (Batch) – A Metrics (Batch) – B Metrics (Batch) – C

FPR: 0.1059 FPR: 0.1404 FPR: 0.1348

FNR: 0.1121 FNR: 0.0488 FNR: 0.0933

IoU: 0.6492 IoU: 0.7480 IoU: 0.5897

Dice: 0.7873 Dice: 0.8558 Dice: 0.7419

Metrics (Batch) – D Metrics (Batch) – E Metrics (Batch) – F

FPR: 0.2541 FPR: 0.2010 FPR: 0.0820

FNR: 0.0906 FNR: 0.2260 FNR: 0.3151

IoU: 0.5811 IoU: 0.5637 IoU: 0.4930

Dice: 0.7351 Dice: 0.7210 Dice: 0.6604

Even though UNet is one of the most-famous and most-used neural networks 
for segmentation, it has some limitations. For example, it tends to have imprecise 
edges; and sometimes when two buildings are close to each other, it tends to blend 
them together. The segmentation mask of a building can therefore be disturbed by 
the presence of objects in the background: trees, cars, shadows, or anything else that 
is adjacent to the building [3]. This happens especially when there are very small 
buildings or there is high urban density. In this case, the pixels in the boundary area 
of the small building are confused with whatever is in the background, so they are 
omitted from the detection [27]. This difficulty is evident in this work, considering 
the three different scenarios mentioned above in which the building density levels 
grew from Scenario 1 to Scenario 3. Comparing the IoU values of the three different 
situations, it is possible to note that this value decreased after Scenario 1 (in which 
the edges of the industrial roofs were quite well-defined). In this scenario, there were 
no strong concentrations of buildings; furthermore, they were large enough to not 
risk that the network would not recognize them individually. Passing to Scenario 2 
and Scenario 3, the IoU values decreased; this was because the urban areas were 
quite dense in Scenario 2 and highly dense in Scenario 3. This value passed from the 
highest IoU value of the industrial roof area (64.92%) to the IoU value of the paved 
areas (56.37%). It is planned for the future to test other CNNs and train the net with 
other labeled public data sets in order to achieve better segmentation results and 
avoid these kinds of limitations.
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5.	 Conclusion

The recent development of remote-sensing and deep-learning techniques 
have become a topic of strong interest in various research fields. The support of 
deep-learning algorithms has made possible to noticeably reduce processing times 
regarding the application of semantic segmentation for object detection. There are 
various fields of application of semantic segmentation: sea and land segmentation, 
old city transformations, building mapping, disaster management [4, 5], change de-
tection, urban planning, vegetation-cover assessment, and road extraction [28, 29]. 
The authors propose the use of a UNet network and a semantic segmentation appli-
cation to extract building footprints from HRV images. UNet was trained on public 
data sets from SpaceNet challenges. It can therefore be said that this approach seems 
to give good results – particularly in one of the three scenarios. Its application could 
be re-proposed in scenarios with the same building conditions; i.e., a roof material 
that is quite similar to that of Peru, or a distribution of buildings that is quite similar 
to the study area of this application. This approach has therefore highlighted some 
gaps in the conditions of high urban densities and better results where a built-up 
environment is less dense and where the element to be segmented is rather defined. 
As future developments, the authors believe that it could be interesting to exploit 
this application methodology in areas other than that of this study and could ex-
ploit other available public data sets.
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