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Abstract: This research attempted to determine the optimal photo overlap, number of con‑
trol points and method of camera calibration for a photogrammetric 3D model 
reconstruction of an object of cultural heritage value. Terrestrial images of the 
object were taken with a hand‑held digital camera and processed in the Con‑
textCapture software using the Structure‑from‑Motion (SfM) algorithm. A total 
station was used to measure ground control points (GCPs) and check points. 
Here, the research workflow, methodology, and various analyses concerning 
different configurations of the aforementioned factors are described. An at‑
tempt to assess the parameters which should be implemented in order to pro‑
vide a high degree of accuracy of the model and reduce time‑consumption both 
during fieldwork and data processing was taken. The manuscript discusses the 
results of the analyses and compares them with other studies presented by dif‑
ferent authors and indicates further potential directions of studies within this 
scope. Based on the authors’ experience with this research, some general con‑
clusions and remarks concerning the planning of photo acquisition from the 
terrestrial level for the purpose of 3D model reconstruction were formulated.
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1. Introduction

Structure‑from‑Motion (SfM) algorithms are currently commonly used in many 
different fields of science [1]. Thanks to the rapid development of new technologies 
and the increasing power of computer and mobile devices over the past decade, they 
have become much more accessible and their advancing accuracy is comparable to 
that obtained using traditional methods [2]. Photogrammetric 3D modeling based 
on the SfM algorithm may be, among others, used for the purpose of architectural 
visualization [3], archaeology [4, 5], environmental and climate monitoring [6, 7], 
geomorphology [8], medicine [9, 10]. The SfM method is also the leading one in cul‑
tural heritage recording [11] because of several factors: contactless method of data 
acquisition, no need to carry bulky tools to remote and hard to reach regions, high 
degree of accuracy and the relatively low costs of this method [12–14]. Nowadays, 
photogrammetric methods based on SfM are also commonly used in augmented and 
virtual reality, something which becoming a pressing issue in cultural heritage stud‑
ies [15] and its alternative representations on the Web [16]. Photos may be acquired 
from both the terrestrial level (close‑range photogrammetry) – with a hand‑held dig‑
ital (non-metric) camera and from the aerial level – when the camera is attached to 
an unmanned aerial vehicle (UAV) [17, 18]. The general principles of the SfM meth‑
od remain valid for both aforementioned approaches [19]. Not only can we use tra‑
ditional images, but software with the SfM algorithms allow for processing spherical 
panoramas, which may be particularly useful in indoor measurements [20].

The SfM algorithm is based on the same assumption as traditional stereoscopic 
photogrammetry – a 3D structure of terrain or object is retrieved thanks to the over‑
lapping photographs [21]. The main difference is that, thanks to the SfM algorithms, 
the process of aligning the photos may be fully automated – there is no need to 
provide camera calibration parameters, camera positions and orientation or defini‑
tion of control points [19, 21]. However, the user can decide to import some of those 
parameters to enhance the photo network, georeference the model or establish the 
scale. The SfM algorithms detect characteristic points on images and monitor their 
movement throughout the photoset, which allows their locations to be estimated. 
A sparse point cloud and information about camera positions and calibration are 
the results of the first stage of the SfM algorithm implementation, afterwards a dense 
point cloud can be generated [22]. Furthermore, different approaches towards the 
implementation of the SfM algorithm may be found in various photogrammetric 
software [12, 19]. The scope of this manuscript does not allow to fully explore the 
topic of the SfM algorithm. Further valuable information may be found in the papers 
in the domain of photogrammetry and computer vision, e.g. [19, 21, 23, 24].

This paper focuses on the photo network optimization acquired with a digi‑
tal hand‑held camera regarding photo resolution, number of control points, cam‑
era calibration methods and the overlap percentage between adjacent images. The 
measures of accuracy were the same as those used for assessing the process of aerial 
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triangulation in commonly used photogrammetric software and were based on root 
mean square (RMS) errors obtained on ground control points (GCPs) and check 
points [25–27], whose local metric coordinates were determined thanks to the mea‑
surements conducted with a total station. In the Discussion section of this paper we 
compared our results with other studies concerning the following aspects: camera 
calibration method [28], number and distribution of ground control points [29–31], 
overlap of the photographs [32]. At this point, it is worth noting that the conditions 
of the analysis were not laboratory ones since the aim of this research was to develop 
some general conclusions that would apply in the real world for an average user. We 
believe it is an important study as there are few studies concerning these issues with 
regards close‑range photogrammetry.

2. Object of Research and Research Workflow

The object of the research was the base of the former monument of Ivan Konev 
located in Bronowice‑Widok district, Kraków, Poland (Fig. 1).

Fig. 1. Location of the object of research;  
red – the city of Kraków, gray – the contour of Poland

Source: elaboration with the use of free data from the National Register of Boundaries
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Konev was the marshal of the Soviet Union and the leader of the First Ukrainian 
Front who captured the city of Kraków in 1945, forcing German soldiers to sur‑
render [33]. After World War II, Poland was dominated by the Soviet Union and 
governed by the communist Polish Workers’ Party, holding the name of the Polish 
People’s Republic between 1952 and 1989. During this period, Ivan Konev was hon‑
ored for ‘liberation and saving the city of Kraków’ with the Virtuti Militari order. 
One of the main streets in Kraków was given his name, as was a newly founded 
school. According to historic research, this was just an element of propaganda as 
the intentions of Konev when entering Kraków were simply strategic and military. 
The monument of Ivan Konev designed by Antoni Hajdecki was unveiled on the 
18th of January 1987, many years after World War II, and was clearly visible from 
one of the major streets. It was disassembled in 1991, after the decommunization of 
Poland and the figure of Ivan Konev was sent to Kirov, Russia – the region of Kon‑
ev’s birth [33, 34]. However, the base of the monument was left untouched (Fig. 2) 
due to its historic and aesthetic values, a decision supported by the main architect 
of the Widok district, the Society of Polish Architects and the Conservation Officer 
of Kraków [33].

The base is made of quasi‑regular blocks of stone with the total size of approx‑
imately 8 m × 5 m. For the purpose of this research, we took photographs of two 
adjacent walls. The object was chosen due to its accessibility for photo acquisition 
from different distances (photo resolution aspect) and its quite regular shape with 

Fig. 2. Object of research (phot. Marta Róg)
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protruding elements such as metal rods or stones and holes. Bearing in mind the 
more frequent use of photogrammetric methods for building reconstruction, we also 
took under consideration the size of the object.

The research was divided into three main parts. The first one covered fieldwork, 
including camera calibration, measurements and photo acquisition. The second stage 
was conducted with the use of photogrammetric software and involved a 3D re‑
construction of the object with different variants and configurations of changeable 
factors. The third part of the study focused on the analysis of the accuracy values ob‑
tained in particular variants and their visualization. We will describe the particular 
steps in the forthcoming parts of this manuscript.

3. Research Workflow – Fieldwork

Before the photo acquisition we performed the camera calibration of 
a Nikon D5200: a hand-held, digital single-lens reflex camera. It was conducted on 
a dedicated test field, printed out from the website of the PI-Calib software produc‑
er. This software was developed by Topcon Corporation and currently is known as 
Topcon’s Imagemaster Calib. It allows for performing calibration and calculating 
7 parameters: focal length (f), radial and tangential distortion (K1, K2, P1, P2) and 
location of principle point (Xp, Yp). The test field consists of 145 dots and 5 squares, 
5 dots in squares are considered standard marks and are used by the software for 
main calculations [35].

The images were taken in accordance with specific guidelines – 5 photographs 
in total, from the front, left, right, look‑down and look‑up angle, and then imported 
into the software. It was necessary to specify the size of the test field sheet used and 
measure standard marks in the software. The parameters allowing for the determi‑
nation of bundle trajectory inside the camera were computed along with a radial 
and tangential model of distortion. They were stored in a calibration report and then 
could be manually implemented in the ContextCapture software. The focal length 
was stabilized prior to the camera calibration process at 20 mm and the focusing dis‑
tance was adjusted to an average photography shooting distance. Then, the aperture 
was changed during the fieldwork in order to obtain good focus on all distances con‑
sidering planned GSDs. These focusing conditions were preserved throughout the 
analysis thanks to using adhesive tape preventing from changing the parameters. 
According to the calibration report, the focal length equaled 19.97 mm. The overall 
accuracy of this process (mean value of 0.24 mm) was automatically calculated by 
the software based on residuals obtained on test field points in the directions of co‑
ordinate system axes – X, Y, Z.

The next step covered the distribution of artificial control points on the object 
of research. These were black and white targets with a clearly marked cross in their 
middle, in the size allowing for its precise identification both during works in the 
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field and data processing (Fig. 3). The targets were attached both to the main form 
of the object and to protruding elements such as stones or metal rods. They were 
distributed evenly on two faces of the object in a total number of 35–20 on the longer 
wall and 15 on the shorter one. All points used are presented schematically in rela‑
tion to the longer and shorter walls (Fig. 4). The figure shows a configuration used 
in the majority of our analyses – 26 control points (yellow) and 8 check points (red) 
presented on an exemplary mesh model produced during the research.

The control points were measured using a total station with reflectorless mode – 
Topcon OS 103 – in two rounds and two faces from two instrument positions of 
known local coordinates calculated on the basis of the observations. These instru‑
ment positions were treated as referential, the difference in height and distance 

Fig. 3. Black and white targets that served as GCPs and check points

Fig. 4. Control points (yellow) and check points (red) on an exemplary mesh model 
produced in ContextCapture
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was checked independently to provide as high a degree of accuracy of the control 
points measurements as possible. All calculations were performed in the C‑Geo soft‑
ware. Control points were based on total station measurements in a tachymetry 
mode and their coordinates were calculated using a mean value of 4 observations. 
Standard deviations of distances from stations to particular points did not exceed 
1 mm, with a mean value of 0.3 mm for the first station and 0.5 mm for the sec‑
ond station. Mean standard deviations of angular measurements equaled 0.0023g 
for the first station and 0.0030g for the second station. Taking into consideration the 
distance from the stations to points: 6.907–8.462 m from the first station (a shorter 
wall) and 6.020–7.428 m (a longer wall), we calculated the possible error in metric 
units using the formula x/8.462 = tan(0.0023g), x = 0.3 mm and y/7.428 = tan(0.0030g), 
y = 0.4 mm. Given these calculations, the possible error of the measurements from 
the first station was 0.4 mm and 0.6 mm from the second station. Due to possible 
similar errors on the referential points, we decided to set the control point accuracy 
to 1 mm in ContextCapture, however test calculations have also been run for 0.5 mm 
and 3 mm accuracy.

The whole process of the work in the field was preceded by a careful plan‑
ning of the photo acquisition so that the desired resolution of the images could have 
been achieved. The images were taken with three different Ground Sample Dis‑
tances (GSDs) – 1 mm, 0.75 mm and 0.5 mm and providing the maximum overlap 
of 90%. It allowed a future analysis to be conducted on four different photosets – 
overlapping by 90%, 80%, 70% and 60%. All distances (between adjacent images 
and from the baseline to the object) were determined mathematically (Tab. 1) and 
applied during fieldwork by using a measurement tape. The photos were taken with 
a camera held in the hand, without a tripod. The focal length of the camera was set as 
stable while other parameters, such as aperture, ISO and shutter speed, were adjust‑
ed according to the light conditions but did not differ within the photoset taken with 
one spatial resolution. The total number of images captured with 0.5 mm resolution 
was 190 as the overlap in vertical direction was also required, in the photoset with 
0.75 mm resolution there were 108 photos and in 1 mm resolution – 34.

Table 1. Photo acquisition planning

Planned GSD [mm] Distance to the object [m] Distance between images overlapping by 90% 
[m]

0.5 2.56 0.30

0.75 3.84 0.45

1.0 5.12 0.60
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4. Research Workflow – Data Processing

The main part of this research was conducted in the Bentley Systems’ prod‑
uct – Bentley Context Capture – which allows for creating 3D model reconstructions 
based on a set of overlapping photographs. The process each time covered several 
steps that differed in the number of included images, ground control points and 
check points. For more thorough analysis the method of camera calibration was also 
modified. All variants of the analysis will be described in the following sections.

First of all, it was necessary to import images to an empty block. For every 
dataset involving different photographs it was essential to conduct measurements 
of control points and check points, indicate them on the images and assign them 
one of the available categories. The coordinates calculated after the fieldwork were 
imported to the software to enable the accuracy assessment of the whole process, the 
accuracy of control points was set to 1 mm as measurements suggest. However, we 
also run test alignments for 0.5 mm and 3 mm accuracy. The lower assumed degree 
of accuracy of control points resulted in much worse accuracy parameters and high‑
er accuracy produced highly unstable and unpredictable results. This suggests that 
one should pay attention while setting control points accuracy in Context Capture in 
order to reflect real conditions.

It was necessary to provide some additional information about the project be‑
fore the aerotriangulation process. The block type was chosen as Generic, which 
means that the photographs overlap and that their base is approximately parallel. 
This parameter remained invariable in each analysis. The next important step was 
the aerotriangulation whose result is a sparse point cloud. In order to conduct the 
aerotriangulation effectively it was necessary to choose right options with regards 
to the type of dataset. In the case of this project, georeferencing was carried out 
with the use of control points for adjustment, which is recommended for accurate 
measurements. Key point density was set to normal – as for large datasets the aero‑
triangulation process tends to be very time‑consuming and hardware‑demanding. 
The pair selection mode was set to default and automatic color equalization was 
enabled. The parameters of the camera differed in some combinations depending on 
the chosen method of camera calibration.

After successful process of aerotriangulation and positive accuracy assessment 
it was possible to create 3D mesh models based on sparse point clouds for each con‑
figuration.

5. Results – Overlap

The first analysis concerned the impact of the overlap on the final model accu‑
racy. We carried out this study for photo groups with different spatial resolution – 
1 mm, 0.75 mm and 0.5 mm. Adjacent images overlapped by 90%, 80%, 70% and 60%. 
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All these calculations were performed with the use of 26 GCPs and 8 check points. 
However, each time one GCP changed due to technical problems (displacement 
between taking the photos for different variants) or because of too weak visibility 
(1 mm resolution photographs). 8 check points remained stable for the images with 
1 mm and 0.75 mm resolution. One of them changed in the photo group with 0.5 mm 
resolution. There were 4 evenly distributed check points on each side of the object. 
In this analysis the aerotriangulation was performed with the use of camera self‑cal‑
ibration method. The results are presented in Table 2 and corresponding figures. In 
Figure 5 we can see the internal accuracy described by the RMSE value obtained on 
GCPs and in Figure 6 – the external accuracy based on the discrepancies between 
real coordinates of check points measured in the field and those calculated on the 
reconstructed model. The quality of the aerotriangulation process itself may also 
be assessed based on reprojection error (pix) on all tie points after alignment. In the 
case of this project the values varied between 0.40 and 0.54 pixels.

Table 2. Accuracy of the aerotriangulation for different overlap values

Parameter GSD = 1 mm GSD = 0.75 mm GSD = 0.5 mm

Model overlap [%] 90 80 70 60 90 80 70 60 90 80 70 60

Projected GSD [mm] 1 1 1 1 1 1 1 1 0.5 0.5 0.5 0.5

Calculated GSD [mm] 0.98 0.99 0.98 0.99 0.98 0.99 0.98 0.99 0.49 0.49 0.49 0.49

Number of images 33 17 12 9 33 17 12 9 154 83 62 47

Number of tie points 16 346 6541 3022 960 28 346 12 683 5872 1660 92 237 55 524 38 582 27 505

Reprojection error [pix] 0.53 0.49 0.49 0.51 0.40 0.43 0.45 0.54 0.54 0.53 0.53 0.45

Adjustment time [s] 62 29 21 15 84 39 24 16 418 197 400 77

Number of GCPs 26 26 24 21 26 26 24 26 26 26 24 26

Number of check 
points 8 8 8 7 8 8 8 8 8 8 8 8

RMSE on GCPs [mm] 0.96 0.93 1.21 0.82 1.25 1.26 0.87 1.28 1.16 1.12 1.09 0.84

RMSE on check points 
[mm] 1.14 0.98 1.18 1.99 1.34 1.24 1.06 1.51 1.75 1.38 1.34 1.03
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Considering the results, it can be stated that all the accuracy values received 
during the process of aerotriangulation are similar. In the case of GCPs, regardless 
of the spatial resolution and overlap, discrepancies did not exceed 0.5 mm and in 
the case of check points, the maximum difference was 1.01 mm. Furthermore, these 
results show that the impact of the overlap is not clearly visible. Based on the out‑
comes, we would not suggest using the highest possible overlap due to geometry 
conditions of a network, which get worse while implementing a shorter distance 
between adjacent images. We would suggest taking photos with a 70–80% over‑
lap, bearing in mind that lower overlap of images taken from a further distance 
from the object may result in problems with the reconstruction due to the limited 
number of images.
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6. Results – Number of GCPs and Check Points

Further analyses were carried out for the images with 1 mm spatial resolution 
overlapping by 90% and 80%, as this dataset had the best parameters from the point 
of view of photogrammetry – no great variations in contrast and uniform lighting. 
Previous analyses were carried out with 26 GCPs and 8 check points. We decided to 
check how the results would vary if this proportion was disturbed. Hence, the next 
factor we examined was the number of control points and check points. GCPs were 
gradually excluded from the aerotriangulation and their function was set to check 
points. Their distribution remained even throughout the whole process. The last 
variant concerned implementing two scale bars (sections orienting and scaling the 
model) on each wall instead of GCPs. We chose 4 points from the GCPs collection 
and calculated the distances between them based on measured coordinates. The first 
scale bar had the length of 4.090 m and the second one was 4.842 m long. Then, 
they were excluded both from the set of control points and check points. They were 
manually marked as tie points serving for establishing the user constraints and the 
distances between them were given to the software. All remaining 30 points were 
treated as check points. Such a solution was important to see whether it is possible 
to replace the coordinates with the distance measured between two characteristic 
points without the loss of accuracy. It would not be always applicable but in some 
situations can significantly facilitate the reconstruction process if exact georeferenc‑
ing is not required. The results of this analysis are presented in Table 3 and in corre‑
sponding figures – Figure 7 and Figure 8.

Table 3. Aerotriangulation results regarding number of GCPs and check points

Parameter 90% overlap 80% overlap

Number 
of GCPs 26 22 18 14 10 6

4 
(scale 
bars)

26 22 18 14 10 6
4 

(scale 
bars)

Number 
of check points 8 12 16 20 24 28 30 8 12 16 20 24 28 30

RMSE on 
GCPs/scale 
bars [mm]

0.96 0.94 0.92 0.87 0.40 0.24 0.30 0.93 0.92 0.91 0.75 0.44 0.22 0.27

RMSE on 
check points 
[mm]

1.14 1.12 1.42 1.58 0.90 1.53 1.64 0.98 1.04 1.36 1.48 1.45 1.75 1.68



78 M. Róg, A. Rzonca

For both cases, the increased internal accuracy (based on GCPs) can be noticed 
along with the smaller number of GCPs. It seems quite logical as the number of 
points to which the model has to be fitted decreases, hence the error value is lower. 
However, as the number of GCPs increases, the external accuracy is also enhanced. 
It seems quite coherent and understandable since there are more points referring to 
real coordinates. It can be stated that the overlap does not correlate with the number 
of GCPs and check points – error values and pattern remain stable, apart from one 
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configuration which might be affected by a random error. Based on the aforemen‑
tioned analysis, it can be concluded that minimizing the number of control points 
and limiting it to the classic approach with GCPs distributed in the corner and cen‑
tral areas of an object turns out to be a good strategy. Moreover, if a very high preci‑
sion of the reconstruction is not required, it is also worth considering the use of scale 
bars instead of control points as it allows a lot of time to be saved during both works 
in the field and data processing.

7. Results – Camera Calibration

The last aspect that was taken into account in the course of this research was 
the method of camera calibration and its impact on the final model accuracy. For 
the photoset of 1 mm resolution, we implemented the following variants: camera 
self‑calibration and pre‑calibration performed in PI‑Calib on a test field – with all 
values kept, only focal length preserved, both focal length and principal point co‑
ordinates preserved. We also decided to explore the parameters of internal orienta‑
tion computed for different photo overlaps during self-calibration. We implemented 
those values manually for different photosets and calculated the final accuracy. For 
example, in a photoset with 90% overlap we set as fixed internal orientation param‑
eters calculated in the self‑calibration for a dataset with 90%, 70% and 60% overlap. 
The results are presented in Table 4.

Table 4. Results of aerotriangulation regarding different calibration methods;  
FL – focal length, PP – principal point

Model 
overlap

RMSE 
values

Self‑calibration
[mm]

PI Calib calibration
[mm]

Overlap variant from which the 
internal orientation values were 

taken [mm]

full FL + PP FL 90% 80% 70% 60%

90%
GCPs 0.96 36.44 5.78 3.75

x
0.93 1.11 1.42

check 
points 1.14 36.44 6.1 3.71 1.04 1.36 1.76

80%
GCPs 0.93 27.20 4.78 3.12 0.96

x
1.05 1.17

check 
points 0.98 27.12 4.14 3.54 1.08 1.21 1.44

70%
GCPs 1.21 19.47 3.97 2.18 1.23 1.23

x
1.26

check 
points 1.18 28.94 3.47 2.33 1.04 1.13 1.43

60%
GCPs 0.82 11.09 1.61 1.61 0.81 0.80 0.82

xcheck 
points 1.99 19.76 2.32 2.02 1.8 1.79 1.83
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The first conclusion that may be derived is the fact that in every single case, 
the worst values were obtained for camera calibration performed on a test field, 
although the camera’s focal length was stabilized before the camera calibration and 
preserved during the photo acquisition. Preserving both the focal length and prin‑
cipal point coordinates from the method of pre-calibration and allowing for adjust‑
ing other parameters resulted in a much better outcome. It is worth considering 
that in this method of calibration, the photo groups with the highest overlap, in 
which a great number of images were processed during aerotriangulation, tend to 
be affected by more serious errors. The fewer images are taken into consideration 
during the aerotriangulation, the lower the error values. The problem with camera 
calibration on a test field may be caused by the lack of a representative data sample 
gathered during camera calibration and also even the minor changes in the lens’s 
geometry which may have occurred during the transportation of the device and the 
photo acquisition itself.

Another interesting aspect is the accuracy obtained with the use of the param‑
eters from the self-calibration of the images with different overlap. Self-calibration 
performed for the particular case gave the best results only for the photo group 
with 80% overlap. Internal orientation elements determined for this configuration 
allowed for slightly better results in other options. In contrary to the pre-calibration 
method, in the case of self‑calibration the use of the parameters derived from the 
photosets overlapping by 70% and 60% resulted in lower final accuracy.

According to these results, we would suggest performing self‑camera calibra‑
tion and, if possible, conducting it with the highest possible number of the imag‑
es and then implementing obtained values in the proper dataset consisting of the 
smaller number of photographs. It is worth mentioning that the aerotriangulation 
with self‑calibration is not the process of calibrating the camera itself but the whole 
photo group. That is probably why those parameters tend to produce better results. 
Camera pre‑calibration performed on a test field may deliver inaccurate values, es‑
pecially in the case of digital, mobile, hand‑held cameras whose lens’s geometry 
stability is provided by e.g. adhesive tape disabling the lens’s movement.

8. Results – Visual Issues

In the last analysis we decided to assess how overlap and resolution affects the 
visual accuracy of a mesh model and the time of its generation. The visual analysis 
was carried out on the photosets with 0.75 mm and 1 mm with different overlap and 
one model based on 0.5 mm photographs with 60% overlap as this was the only one 
where the process of model texturizing was successful. Such problems might have 
been caused by too large volume of the photoset or too many similar images. A visu‑
al analysis revealed the problems of non‑uniform lighting and shadowing which are 
visible on mesh models. Since the photographs were taken from just one distance, 
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without additional photographs of details, protruding elements such as metal rods 
were not correctly reconstructed. A difference in the level of detail between variants 
of 0.5 mm, 0.75 mm and 1 mm is visible. As expected, the best results were achieved 
for 0.5 mm and 0.75 mm, however this difference is relatively small. The worst vi‑
sual accuracy, but still satisfying, was produced for the images of 1 mm resolution. 
The time needed to reconstruct the model varied according to the number of imag‑
es in the dataset. For 9 images the process took approximately 40 minutes and for 
40 images – over two hours. Interestingly, within the analyses of one resolution but 
different overlap values, we were not able to detect significant differences. This ob‑
servation might be particularly important for potential users.

9. Discussion

We managed to find several papers concerning similar issues and aimed at the 
assessment of the impact of particular factors on the accuracy of a reconstructed 
model. Most frequently, the analysis concerned UAV images but the method and 
software remained the same for both approaches.

The camera calibration aspect is thoroughly discussed in [28]. The authors test 
different variants for the calibration of UAV images – three methods involve pre-cal‑
ibration with different software and the fourth one uses camera self-calibration. 
The results are divided according to the assumed accuracy of GCPs measurements. 
However, there cannot be found such a striking difference between pre-calibration 
and self‑calibration. This may lead to the conclusion that pre‑calibration in the case 
of the presented research was not conducted properly or the parameters of the cam‑
era were disturbed during transportation and photo acquisition. Nevertheless, in 
the majority of variants described in the aforementioned paper, the accuracy was 
also better for self-calibration.

The issue of number and distribution of GCPs is measured under different cir‑
cumstances in several papers, e.g. [29–31]. However, it is hard to refer the results 
presented in our article to those from the aforementioned papers as they all concern 
UAV imagery. Control point distribution for the purpose of aerial imagery, even 
with the use of the SfM, is different due to the characteristics of reconstructed objects, 
their size, accessibility and much shorter distance to the object in close-range pho‑
togrammetry. Villanueva and Blanco proved in their paper [30] that the increased 
number of GCPs triggers higher both internal and external accuracy which does not 
correspond to the results obtained in our study. This might be connected to their 
density with reference to the size of the object as they used 25 GCPs for the whole 
site surveyed with UAV and we used 26 GCPs for a much smaller object. However, 
the results obtained in [30] correspond to those presented in our article. The authors 
claim that smaller number of control points results in higher internal accuracy as 
there are fewer geometrical restrictions to which the model has to adapt. At the same 
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time, the error values on check points became extremely high when fewer control 
points were included in their analysis.

During the analysis we also noticed that the assumed accuracy of control points 
measurement had a big impact on the accuracy values. This issue was not further ex‑
plored during the research but after test calculations we noticed that lower than real 
assumed accuracy of control points resulted in much worse accuracy parameters 
and higher accuracy produced highly unstable and unpredictable results. We decid‑
ed to note that the correct assessment of the accuracy of measurements performed in 
the field may be another key factor.

The study presented in our article certainly does not fully explore the scope 
of research in the field of ground photo network optimization performed with 
a hand‑held digital camera. We are aware of the fact that it might be worth carrying 
out further research, e.g. to check if the results are similar for different types of ob‑
jects. It would also be relevant to test other camera devices. It is worth noting that 
the results obtained during this research, even those with the weakest accuracy, still 
reflects the geometry of the object very precisely. For the usage in many domains, 
it does not matter so much, whether the external accuracy of a model is at the level 
of 1 or 2 mm, as this is still a very good result.

10. Conclusions

The aim of this study was to assess the impact of different parameters on the ac‑
curacy of a 3D model reconstruction based on images taken with a hand‑held digital 
camera. The object of the research was an architectural object of a cultural heritage 
value – the base of the former monument to Ivan Konev in Kraków. The analyzed 
factors were: overlap, number of ground control points, and method of camera cal‑
ibration and resolution of images. The research was conducted in the Bentley Con‑
textCapture software using the SfM algorithm.

It was observed that, in spite of the recommendation to use as high an overlap 
as possible, which results from the nature of the SfM algorithms, it does not seem to 
be the best, generally‑applicable practice. According to the results, we would sug‑
gest implementing photographs overlapping by 70–80%. In the case of bad lighting 
conditions or a small number of images it would be recommended to use higher 
overlap to minimize the risk of aerotriangulation failure. During the visual assess‑
ment of models, it seems that the overlap does not significantly affect the visual 
aspect, but rather the resolution plays a key role. The study on the number of con‑
trol points revealed that along with a smaller number of GCPs, internal accuracy 
increases. At the same time, the external accuracy decreased with a smaller number 
of control points. We also noticed that it could be possible to replace total station 
or GPS measurements with implementing simple scale bars, if precise coordinates 
measurements are not required as the accuracy in that configurations dwindled 
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by not more than 1 mm. We would suggest in such cases applying higher overlap 
between images in order to provide more redundant measurements. It seems that 
the optimal number of control points coincides with a general rule implemented by 
photogrammetry: distributing control points evenly throughout the whole region of 
study including the corners and central area. It is also important to correctly assess 
the accuracy of measurements carried out in the field. According to the analysis 
of camera calibration the best solution seems to be self‑calibration of the camera. 
Pre‑calibration in the case of our study produced the worst results for every ana‑
lyzed variant. It is important to note that the process of pre‑calibration might have 
been affected by an unknown error as no other researchers noticed such a striking 
difference during their works. However, it is often suggested to use self-calibration 
as during that process the camera itself is not calibrated but the whole group of im‑
ages taken with exactly the same parameters.

At the point of summarizing this research, we believe it is important to pay at‑
tention to several factors which were problematic during the course of this research, 
and which probably could have been eliminated. First of all, the day of photo acqui‑
sition should be cloudy, which provides stray lighting. If it is not possible, the time 
of a day should be adjusted so that trees, high buildings etc. not cause shadowing 
and differences in contrast on the object of research. We would also suggest that 
pre-calibration of the camera, if necessary, should be performed just before or just 
after the photo acquisition, in the same place and with the same lens parameters. It is 
also important to carefully choose the distance to the reconstructed object with refer‑
ence to the expected level of detail. In many cases it would also be necessary to take 
some images from a much shorter distance and at different angles to supplement 
the original network with additional photographs of details and smaller elements, 
providing tie points between all the images.

Undoubtedly, in order to perform 3D model reconstruction effectively, op‑
timize the photo network and save time both during works in the field and data 
processing, it is important to devote some time to planning the photo acquisition. 
This would involve calculating the distance between images, providing the desired 
overlap and the distance to the object itself constituting the photo resolution. Such 
activities allow for reducing the redundancy of data, which may significantly reduce 
the time consumption of the process and without negatively affecting the accuracy 
of the final model. The research showed that even small differences in the parame‑
ters settings and values may change the results. Hence, it seems that, in case of any 
problems, it would be recommended to make several attempts at the same dataset in 
order to find the most suitable variant. Users should bear in mind that every photo 
group is different and acts in a slightly different way. Sometimes even deleting one 
image may positively affect the final accuracy of aerotriangulation.

To sum up, photogrammetric software using the SfM algorithm is a powerful 
tool which allows users to perform 3D model reconstruction. The accuracy of the 
final result is high, which makes this software suitable for various purposes. It is 
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possible to minimize time and effort of the software users without negative impact 
on the accuracy. Reconstructed models such as mesh models or orthophotomaps 
can be used in many different fields of science, e.g., architecture, archeology, urban 
planning, cultural heritage and even space research and medicine. They may suc‑
cessfully replace or supplement traditional methods based on classical surveys and 
terrestrial or aerial laser scanning.
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