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Abstract:	 Landslides have produced several recurrent dangers, including losses of life 
and property, losses of agricultural land, erosion, population relocation, and 
others. Landslide mitigation is critical since population and economic expan-
sion are rapidly followed by significant infrastructure development, increas-
ing the risk of catastrophes. At an early stage in landslide-disaster mitigation, 
landslide-risk mapping must give critical information to help policies limit the 
potential for landslide damage. This study will utilize the comparative frequen-
cy ratio (FR) and random forest (RF) techniques; they will be utilized to proper-
ly investigate the distribution of flood vulnerability in the Sumedang area. This 
study has identified 12 criteria for developing a landslide-susceptibility model 
in the research region based on the features of past disasters in the research area. 
The FR and RF models scored 88 and 81% of the AUC value, respectively. Based 
on the McNemar test, the FR and RF models featured the same performance 
in determining the landslide-vulnerability level performances in Sumedang. 
They performed well in assessing landslides in the research region; therefore, 
they may be used as references in landslide prevention and references in future 
regional development plans by the stakeholders.
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1.	 Introduction

A landslide is a naturally occurring movement of soil or rock mass on a slope 
that is brought on by rainfall, an earthquake, or interference from a slope, among 
other things  [1]. In addition to other elements like slope gradient, ground satu-
ration, and land cover, the geological characteristics like the rock type, structure, 
soil type, and weathering depth also affect the likelihood of landslides  [2]. This 
phenomenon has also happened in many other places in the world, and it has 
caused environmental harm and land degradation in addition to losses in terms 
of people and money [3]. Moreover, landslides are terrible natural disasters every 
year in mountainous regions across the world that result in significant injuries to 
people, fatalities, and significant property destruction  [4]. Although the physical 
causes of  landslides cannot be eliminated through geological examinations, engi-
neering, nor land-use management for reducing landslide hazards, it is essential to 
understand their potential exposure. The literature generally agrees that identifying 
possible landslide-prone regions, looking into landslide patterns and how they in-
teract with post-emergency responses, hazard mitigation, and risk prevention are 
all essential [5]. For instance, the Indonesian government and research institutions 
in the field have carried out mitigation measures such as protecting landslide-prone 
areas, installing early warning systems that are based on the monitoring of soil 
conditions, installing structures such as piles and retaining walls, and so on in or-
der to minimize losses. Therefore, in order to support policies in development to 
reduce the potential for landslide damage, landslide-vulnerability mapping must 
provide vital information as an early stage in landslide-disaster mitigation. This 
mitigation of landslide-prone hazards is made to help to reduce the risks to humans 
and property and make humans more familiar with and adapt to landslide-hazard-
mitigation procedures.

During the last decade, various techniques and approaches have been devel-
oped to study landslide susceptibility, including qualitative  [6], statistical  [7–10], 
numerical  [1,  11], and through the use of machine learning  [12–16]. Machine 
learning is now becoming more widely used in landslide prevention, as it can 
provide optimal, accurate, efficient, and effective results with proper condition-
ing. As a result, it is possible to develop a reliable landslide-susceptibility mod-
el  [12,  13,  17–19]. Researchers worldwide have also developed various research 
combinations in landslide-susceptibility research. For example, some research-
ers have assessed the efficacy of commonly used hybrid multi-criteria decision-
making (MCDM) models for the production of landslide-susceptibility maps (LSMs) 
in the Alamut watershed in  Iran. Those models including the integrated index 
method (IIM), AHP-TOPSIS (the analytic hierarchy process [AHP] combined with 
the technique for order of preference by similarity to the ideal solution [TOPSIS]), 
and AHP-VIKOR (AHP combined with viekriterijumsko kompromisno rangiran-
je [VIKOR]) [3]. Moreover, a geographical information system was used to conduct 
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a landslide-susceptibility assessment at Canada Hill, Sarawak, Malaysia, by utiliz-
ing mixed bivariate statistics and expert consultation techniques [2]. Other research 
has discussed a hybrid intelligent strategy for landslide-susceptibility mapping in 
the Bijar area of Kurdistan Province (Iran) based on a naive Bayes trees (NBT) and 
random subspace (RS) ensemble [20]. Generally, the success of a method depends 
on the geographical nature of each area that is studied [15]. Therefore, developing 
and comparing existing methods in determining landslide susceptibility in a re-
search area are not impossible.

This study uses various factors from previous studies as inputs in this re-
search model; these factors include geology  [2], lithology  [21], soil type  [17], el-
evation  [22], slope  [21], rainfall  [3], land use/land cover  (LULC)  [20], distance to 
lineament [22], distance to river [20], and road distance [20]. Our research area is 
an area that is prone to earthquakes, as it is situated near the Cileunyi-Tanjungsari, 
Kendeng and Baribis fault lines. Since it has active ground movement activity, this 
research explicitly adds the land movement vulnerable zone  (ZKGT) parameter 
that was created by the Indonesian Ministry of Energy and Mineral Resources. In 
addition, 51.68% of the topography of the research area undulates in a hilly area, 
so it is necessary to add a parameter of the topographic wetness index (TWI) ac-
cording to [23], because topography is an essential control in hydrological spatial 
distribution. Furthermore, the landslide-susceptibility analysis in this study will 
use statistical and machine-learning methods; namely, frequency ratio  (FR) and 
random forest (RF), respectively. This is based on the fact that FR had enjoyed good 
results in landslide statistical models [8, 22, 24–29]. In addition, RF has also resulted 
in good performance in landslide susceptibility according to [5, 12, 14, 21, 30–34]. 
To evaluate the performance of the two approaches that are discussed above, re-
ceiver operating characteristic (ROC) curves and the accompanying area under the 
ROC curve (AUC) will be employed. A higher AUC value suggests that the model 
performs better. Furthermore, the McNemar test will determine whether or not 
both strategies work equally well. Therefore, this study aims to compare statistical 
methods and machine learning to be used as references in landslide prevention and 
development planning.

2.	 Material and Methods

2.1.	 Study Area

Sumedang Regency (Fig. 1) is one of the areas in West Java Province that con-
sists of 26 sub-districts and 270 villages; the province has a population of 1,152,507 
and a population density of 739/km2 according to Central Bureau of Statistics (BPS) 
data from 2021. This regency is situated at a latitude position of 6°35’S–7°02’S and 
a longitude of 107°44’E–108°13’E and is located 48 km from Bandung (the capital 
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city of West Java Province). It can also be noticed that Sumedang is a hilly and moun-
tainous area, with altitudes of 18 to 1996 meters above sea level. Most of the Sumed-
ang area is mountainous, with a small portion of lowlands in the northern region. 
Geologically, this study region is located along the Cileunyi-Tanjungsari and Baribis 
fault lines, having active geological formations that cause the soil to be unstable and 
shift readily.

Fig. 1. Sumedang area

Landslide Inventory
The accuracy of the detailed description of an area requires an inventory of 

landslide events so that it can properly provide information on the characteris-
tics of landslides  [12,  35,  36]. In this study, the landslide inventory was obtained 
from 104 locations of all landslide events from 2000 to 2021, which were inventoried 
from various references such as field notes from the National Institute of Aeronau-
tics and Space (LAPAN), disaster reports of the disaster-management authority of 
the National Agency for Disaster Countermeasure (BNPB) and the Center of Volca-
nology and Geological Hazard Mitigation (PVMBG). 
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Moreover, the study area has frequently experienced landslides in recent years. 
In 2021, there were 22 landslide events; most of these occurrences were triggered by 
high rainfall and human activities. According to Figure 2, it can be seen that most of 
the landslide disasters were in the middle to the south of the study area.

Fig. 2. Landslide inventory on study area

Landslide Factor
Landslides depend not only on the geological conditions of the area but also on 

other factors such as climate, hydrology, land cover, and vibrations. The landslide-
susceptibility model is essential for selecting landslide-triggering and landslide-driving 
factors. Based on the characteristics and history of the disasters in the research area, 
this study chose 12 factors for building a landslide-susceptibility model in the research 
area. Among these, there are topographical and geological factors, the driving factors 
for landslide disasters and climatic factors, and hydrology and human activities as 
the triggering factors that were presented in Figure 3 (on the interleaf). Finally, the 
following information in Table 1 includes the landslide-disaster factors (along with 
the sources) that were used in this study.



Fig. 3. Data set map: a) ZKGT; b) geology; c) lithology; d) soil type; e) elevation; f) slope; g) rainfall; h) TWI; i) LULC; j) distance to lineament; k) distance to river; l) distance to road
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Table 1. Landslide-susceptibility parameters

No. Factor Format Resolution [m] Source

1 ZKGT polygon – Indonesian Ministry of Energy and Mineral 
Resources

2 Geology polygon – Indonesian Ministry of Energy and Mineral 
Resources

3 Lithology polygon – [37–39]

4 Soil type polygon – Indonesian Ministry of Agriculture

5 Elevation and slope raster 8 Digital Elevation Model (DEM) 

6 Rainfall raster 5500 Climate Hazards Group InfraRed 
Precipitation with Station (CHIRPS)

7 TWI raster 8 DEM 

8 LULC raster 30 Landsat 8 

9 Distance to lineament line vector – DEM 

10 Distance to road 
& distance to river line vector – Base map from Indonesia Geospatial Portal

2.2.	 Methodology

The best method is hoped to be more efficient and faster in mapping landslides 
throughout Indonesia. The stages that have been carried out in this study can be 
seen in Figure 4, including the data preparation, landslide-prone modeling using FR 
and RF, validation, and comparisons involving ROC curves and AUC values.

Fig. 4. Methodological framework of study
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Preparation Data
When predicting and analyzing objects that can approach reality in the field, 

the primary and essential thing is to add variables and data accuracy so that users 
can use it. The data that was used in this study consisted of all of the parameters in 
Table 1. All the data were then converted into raster format and its spatial resolution 
was then made uniform into a size of 8.3 meters. In both FR and RF, 70% of the sam-
ple was used for training, and 30% was used for testing. The random forest function 
in the Python scientific kit package was used to develop the RF model with these 
training data sets.

Frequency Ratio (FR)
FR is a technique that is derived from a ratio approach; our focus was where 

landslides have occurred throughout the study area. FR is the ratio of the probability 
that landslides will not occur, as FR can clearly describe the difference in each score 
among the classes of landslides and landslide events [40, 41]. FR was calculated as 
the ratio of landslide occurrences in the class to the total area of the class. If the 
FR index was around 1, it had a neutral effect on the potential for landslides. In ad-
dition, the prediction rate (PR) was carried out to prove the relativity of each spatial 
factor with the available training samples. The landslide-susceptibility map (LSM) 
was obtained by adding up the multiplication results of all of the factors (which 
were reclassified) with their respective PR  values. The results were divided into 
five classes: very low, low, moderate, high, and very high landslide susceptibility. 
Figure 5 shows the landslide-susceptibility framework in the study area.

Fig. 5. Schematic FR for landslide-susceptibility map
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Random Forest (RF)
RF is a combination of the classification of several data points that consists of 

a decision tree as an authorized capital [42]. The decision tree is a predictive model 
that uses a binary rule to determine a target variable [33]. The voting method ob-
tains predictive data from independent data sets that have been trained into the 
decision tree by resampling. The aim is to collect homogeneous data that is hidden 
in a large volume of data as the probability of landslide occurrence. This study di-
vides the probability results into several classes according to the threshold. The best 
sample is selected as a random subset of the training data (as  variables) in order to 
measure the level of correlation among the variables and the results using the Gini 
criteria [42]. The smaller the Gini index, the smaller the probability that the selected 
sample in the set will be classified incorrectly. On the other hand, the higher the Gini 
index, the lower the purity of the set.

Fig. 6. Schematic RF for landslide-susceptibility map
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In RF, it is also possible to determine the critical factor variables for ranking the 
essential factors in the model using mean decrease impurity (MDI). MDI is based on 
the total decrease in the node impurity from splitting on the variable and then aver-
aged over all of the trees [43]. Figure 6 shows how the RF algorithm works.

Model Performance Evaluation
Each model was analyzed in order to validate the performance of the land-

slide-susceptibility mapping by means of the area under the ROC  curve  (AUC). 
ROC is a kind of curve that is based on a confusion matrix (which takes sensitivity 
and specificity as the horizontal and vertical axes, respectively [32]), while AUC rep-
resents the accuracy of the model. When the AUC value is close to 1, the predic-
tion accuracy of the model is higher (and vice versa). According to [12], AUC val-
ues are categorized as being poor  (0.5–0.6), average  (0.6–0.7), good (0.7–0.8), very 
good (0.8–0.9), and excellent (0.9–1.0); however, it can be simplified that the land-
slide model achieves good performance for landslide-susceptibility assessment if its 
AUC values are greater than 0.8 [12]. A better model and an AUC value of 1 indicate 
a perfect model [34]. To build AUC, the following measures are incorporated:

	– sensitivity = Tp/(Tp + Fn) (percentage of positive cells that were correctly iden-
tified),

	– specificity = Tn/(Tp + Fn) (negative percentage of correct cells identified),
where Fp is a false positive, Fn is a false negative, Tp is truly positive, and Tn is truly 
negative.

In addition to, the McNemar test is assigned to determine whether both proce-
dures produce the same performance or not. The McNemar test is a well-known statis-
tical technique for determining the statistical significance of discrepancies in classifier 
performance [44]. The test is a chi-square test for goodness of fit, comparing the distri-
bution of the expected counts under the null hypothesis to the observed counts [45]. 
It is applied to a 2 × 2 contingency table, with cells containing the numbers of samples 
that are correctly and wrongly recognized by both techniques as well as the number of 
samples that are correctly categorized by only one approach [45]. When comparing two 
binary classification methods, the test comments on whether the two models disagree 
(or not); it makes no judgment about whether one model is more or less accurate or 
more prone to errors than the other. The test’s null hypothesis (or default assumption) 
states that the two methods differ by the same amount. If the null hypothesis is rejected, 
this implies that there is evidence that indicates that the methods differ in various ways.

3.	 Result

3.1.	 Application of Frequency Ratio Model

The FR value of each class for each conditioning factor in the study is shown in 
Table 2.
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Table 2. FR for each class of conditioning factors

Class Number of Pixels 
in Each Class

Total 
Pixels Area

Number of 
Landslide 

Pixels

Frequency 
Ratio (FR)

Prediction 
Rate (PR)

Land Movement Vulnerable Zone (ZKGT)

Very low 17,241,167

22,612,880

3 0.43

1.65
Low 1,945,776 22 0.96

Moderate 5,360,522 52 0.89

High 9932 16 1.17

Geology

Andesite 13,664

22,887,214

1 16.42

2.47

Sandstone 851,190 12 3.16

Halang formation 482,282 1 0.47

Rock volcanic young 2,530,552 20 1.77

Limestone reef 239,393 4 3.75

Old volcanic rock breccia 1,023,356 5 1.10

Old volcanic rock product 
breccia 509,850 7 3.08

Folded breccia 477,759 3 1.41

Kaliwangu formation 754,499 1 1.29

Old volcanic rock 374,920 1 0.59

Colluvial 1,223,349 10 1.83

Lava 1,078,535 2 0.42

Young volcanic product 5,767,498 33 1.28

Old volcanic products are 
irreversible 584,971 1 0.38

Rocky tuff 275,507 1 0.81

Others 6,688,900 0 0.00

Lithology

Lava, volcanic mudflow, tuff, 
breccia 6184

22,887,214

72 1.08

2.06Solid sediment 4,229,586 3 0.21

Semi-solid sediment 
(gravel, sand, silt, clay) 80,565 18 0.86
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Soil Type

Gleysol 12,056,378

22,887,214

0 0.00

2.46

Alluvial 807,846 0 0.00

Cambisol 9,077,103 38 0.88

Podzolic 945,887 40 1.26

Mediterranean 1,391,467 0 0.00

Andosol 65,439 13 0.69

Lithosol 9,742,493 2 5.57

Others 7,140,751 0 0.00

Elevation

Lowland 801,684

22,886,670

0 0.00

2.89

Lowland hills 2,237,488 0 0.00

Low hills 2,561,232 0 0.00

Hills 7,209,621 27 0.84

High hills 10,076,645 66 1.47

Rainfall [mm/year]

2380–2685 3,925,465

22,887,837

6 0.34

1.92
2685–2828 6,020,295 25 0.93

2828–2949 6,691,149 33 1.11

2949–3173 6,250,928 29 1.04

TWI

0 6,796,964
22,601,689

76 0.97
1.73

1 4,563,688 17 0.70

LULC

Water body 762,584

22,612,393

0 0.00

1.19

Forest 7,926,169 28 0.78

Shrubs 4,716,939 10 0.47

Building area 2,918,509 28 2.13

Open space area 1,935,478 11 1.26

Wet agriculture 2,852,108 7 0.54

Dry agriculture 1,116,982 6 1.19

Table 2. cont.
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Class Number of Pixels 
in Each Class

Total 
Pixels Area

Number of 
Landslide 

Pixels

Frequency 
Ratio (FR)

Prediction 
Rate (PR)

Distance to Lineament [m]

100 5,359,551

22,886,661

22 0.92

1.07

200 4,392,428 32 1.64

300 3,083,147 17 1.24

400 2,106,579 7 0.75

500 1,493,026 6 0.90

>500 6,451,930 18 0.63

Distance to Road [m]

10 1,146,622

22,886,661

5 0.98

1.41

50 3,305,992 29 1.97

100 3,307,232 12 0.81

150 2,617,581 13 1.11

>150 12,509,234 34 0.61

Distance to River [m]

10 1,472,763

22,886,661

6 0.91

1.00

50 4,516,315 13 0.65

100 4,799,212 22 1.03

150 3,684,963 15 0.91

>150 8,413,408 37 0.99

According to these FR values, the PR values were derived; the highest PR value 
was an elevation factor with a value of 2.89, followed by geology and soil type (with 
values of 2.47 and 2.46), respectively (as shown in Figure 7). By adding up the results 
of the multiplications of all of the factors with their respective PR values, an LSM was 
obtained (as shown in Figure 8) where susceptibility was classified into five classes; 
namely, very low, low, moderate, high, and very high. It can be seen in Table 3 that 
the share of the very high class was only 0.06%, which was located in the southwest 
area and center of the study area (Fig. 8). Meanwhile, the percentages of the high, 
moderate, low, and very low classes were approximately 25, 35, 25, and 15%, respec-
tively. Through the use of the overlay method between the results of the LSM and 
each factor, it can be noticed that the high to very high LSM classes of rocks in the 
study area were vulcan with a cambisol soil type with no hydromorphic symptoms. 
In contrast, the very low to moderate LSM were a sedimentary rock. In addition 
to, alluvial soil types, andosols, and others have characteristics that are sensitive 

Table 2. cont.
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to erosion. Furthermore, the FR model on the landslide susceptibility in the study 
area between the training data that was used in the running model and the vulner-
ability map showed that the level of prediction had an AUC value of 0.88 (Fig. 9).

Fig. 7. PR value for each factor

Fig. 8. FR model landslide-susceptibility map
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Table 3. Landslide area

Classes Area [ha]

Very Low 23.339

Low 39.339

Moderate 55.235

High 39.641

Very High 0.095

3.2.	 Application of Random Forest Model

After the processes that were explained in Figure 6 were finished, the impor-
tance value for each factor  (Fig. 10) and the probability map were carried out by 
means of MDI and RF voting method, respectively. Moreover, the produced prob-
ability map was then classified into five classes susceptibility through the use of 
Jenks natural breaks classification method to create the LSM (Fig. 11). Finally, using 
the trained RF model and the test data, the AUC value was then obtained (Fig. 12).

Based on Figure 10, it is known that geology is the most-critical factor in the 
occurrence of landslides in the study area, followed by LULC and elevation (with 
importance values of 0.17, 0.11, and 0.11, respectively). Besides this, ZKGT is the 
least-critical factor, followed by lithology and slope (with significant values of 0.03, 
0.04, and 0.06, respectively). Overall, the order of the conditioning factors from the 
most significant to the least were geology, LULC, elevation, distance to lineament, 
TWI, distance to road, distance to river, soil type, rainfall, slope, lithology, and ZKGT. 
The LSM in Figure 11 shows a susceptibility map that is classified into five classes 
namely very low, low, moderate, high and very high landslide susceptibility. Based 

Fig. 9. Area under curve (AUC) of FR model
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on Table 4, the RF model shows that just over 25% of the study area was in the very 
low class, just below 20% was in the low class, a little more than 23% was in the 
moderate class, roughly 20% was in the high class, and approximately 11% was in 
the very high class. As shown in Figure 12, this model had an AUC value of 0.81.

Fig. 10. Importance value for each factor

Fig. 11. RF model landslide-susceptibility map
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Table 4. Landslide-potential area

Classes Area [ha]

Very Low 40.301

Low 31.218

Moderate 36.801

High 31.848

Very High 17.497

4.	 Comparison and Discussion

4.1.	 Discussion
Frequency Ratio Model
The FR for each factor class was calculated, followed by its PR. The higher the 

FR value, the stronger the association with landslides and conditioning factors. For 
instance, Table 2 shows that the spatial correlation between ZKGT (a parameter relat-
ing to ground motion) and landslides which states that the highest FR value for the 
high class is an area with a generally high rate of ground motion. It shows that a high 
rate ground motion class in ZKGT  parameter has strong correlation to landslide 
events. Interestingly, in a low class with a low level of ground motion where ground 
movements rarely occur (unless it is disturbed on a slope), it has the second-highest 
FR value after the high class; this requires a more detailed study. The geological for-
mation in the study area was the Lembang–Kendeng–Baribis formation, where the 

Fig. 12. Area under curve (AUC) of RF model
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morphological characteristics were low hills with wavy morphology, with heights 
that ranged from 50 to 200 meters. The east-west line reflected the presence of folds 
and upward faults. Geologically, the highest FR value was volcanic with andesite 
rock – closely correlated with the lithosol soil type (this has shallow parent character-
istics and is often seen as solid rock on the surface). Geologically, this was a volcanic 
area, so, the study area was unsurprisingly dominated by volcanic rocks, with the 
lithosol soil type having the highest FR value. Topographically, the FR value was 
very well correlated; the higher the hills, the higher the FR value (and vice versa). 
Elevation will be related to the type of vegetation and rainfall events; the higher the 
area, the more frequent the rainfall will be, as the cooler weather and atmosphere 
cannot hold as much condensation (which leads to more-frequent rainfall). The slope 
will also affect soil strength and, in some instances, lead to landslide potential [5], 
with higher slope values (especially those with slopes that are greater than 45%) caus-
ing rainwater to potentially erode the soil (thus, resulting in potential landslides). 
In accordance with [4] and [46], the degree of the slope of an area shows a strong 
relationship with landslides. Some types of soil that easily absorb water and with 
a certain thickness also have the potential to cause landslides. The main trigger fac-
tor for landslides in the study area was rainfall. The average annual rainfall for each 
grid had various correlations and was dominated by the value of FR 1 in each rain-
fall class. The land-cover factor positively correlated with building area, open space 
area, and dry agriculture. The higher the pavement, the higher the runoff when it 
rains; so, the FR value will be higher, and less vegetation will trigger landslides due 
to water saturation through heavy rain. While the vegetated land cover had an index 
of less than 1, this demonstrated the real impact of human activities on landslides. 
The closer to a lineament, the more the FR value was positively correlated.

Furthermore, the FR model on landslide susceptibility in the study area be-
tween the training data that was used in the running model and the vulnerability 
map showed the level of prediction with an AUC of 0.88 (Fig. 9). According to [12], 
the obtained value categorized this landslide model as good. However, this result 
still needs to be improved. With this kind of performance, LSM mapping can detect 
landslide locations early.

Random Forest Model

Based on Figure 10, it is known that geology was the most critical factor in 
the occurrence of landslides in the study area, and the least important was ZKGT. 
The susceptibility classes were moderate to high based on the overlay between the 
RF model and the geological map. The geological formations were young volcanic 
rocks with volcanic deposits, coarse, and breccia deposits. The LULC for the very 
high class was dominated by land cover in the form of built-up and open lands, 
while the land cover was in the forms of built-up land and forests in the high class. 
The moderate class was land cover in the forms of forests and shrubs, while the land 
cover was in the form of shrubs for the very low class.
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Next, look at the LSM; the south-to-southwest part of the study area was in the 
high to very high class, the north and east parts were in the very low class, and the 
southeast was in the low to moderate class. If viewed from the AUC value (Fig. 12), 
the obtained value categorized this landslide model as good (but it still needs im-
provement according to [12]).

4.2.	 Comparison

To compare whether both models had similar or different performances, a Mc-
Nemar test was conducted. The hypotheses of the test were as follows:

	– H0: FR and RF had the same performances in determining the level of land-
slide vulnerability in Sumedang.

	– H1: FR and RF had different performances in determining the level of land-
slide vulnerability in Sumedang.

There were 63 test data points applied to both LSM-based FR and RF models to 
perform the McNemar test. The contingency table for the FR and RF model is shown 
in Table 5. Using the mcnemar statsmodels function on Python, the p-value was de-
rived from the contingency table. The derived p-value was 0.26. The null hypothesis 
was not rejected with a significance level alpha = 0.05, because the p-value was more 
significant than alpha. Therefore, it can be concluded that the FR and RF models 
performed similarly in determining the landslide-vulnerability levels in Sumedang.

Table 5. Contingency of FR and RF for McNemar test

RF correct RF incorrect

FR correct 33 7

FR incorrect 13 10

FR and RF are parts of several existing methods for analyzing landslides. The 
two methods that were used are both excellent for analyzing landslides in various 
areas. Whether or not these two methods are superior depends on which perspec-
tive we look at; for this case study, both FR and RF were superior because they had 
AUC performances above 0.80. However, these two methods had their advantages 
and disadvantages in producing LSMs in the current study area. The results of the 
LSM using the moderate-class FR method were slightly higher than those of the high 
class, while the RF model resulted from the very-low-class LSM more than it did 
from the other classes. Nevertheless, these two methods provide good performance 
with limited input data – especially if the field data that is used for validation has 
a more significant amount than what is currently used.

This difference in the results was not a debate about the future because, with 
the higher awareness, the very low class also needs attention so that landslides do 
not cause many losses. Suppose only a very low class can control/manage landslides 
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properly; in this case, the other classes will be better for minimizing landslides in this 
area in terms of casualties, infrastructure, and the environment. The results of these 
two methods need to be disseminated properly, as well as the field verification of 
each class of the LSM. In the future, these two methods must also be tested and an-
alyzed for sub-district scale areas at a scale of 1:5000. Input data with the same scale 
supports this. With a more detailed scale and better input data, it is hoped that it will 
clear any doubts about the two methods that are currently being used at this location.

5.	 Conclusion

The FR and RF methods performed well and had the same performances (ac-
cording to McNemar test) in analyzing LSMs in the study area. FR and RF were two 
methods that were both superior, as they each had an AUC performance above 0.80. 
The results of the LSMs with the moderate class FR method were slightly higher than 
those of the high class, while the RF model resulted from the very-low-class LSMs 
more than it did from the other classes. More-extensive field data will provide better 
performance for the two methods. Statistical methods and machine learning can be 
compared and used as references in landslide prevention and development planning.
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